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Abstract
The emergence of Generative LLMs is revolutionizing NLP and Vision research. Their 
abilities have been a surprise, given the relative simplicity of their architecture: few 
people would have predicted that the Transformer’s uniform neural architecture 
augmented by a ‘chat loop’ would support such varied and powerful performance. 
But exactly how they do it remains a mystery. How do they represent concepts and 
combine them when ‘thinking’? How do they know how to structure their output and 
when to stop producing output? This talk explores some basic puzzling aspects and 
posits necessary operational characteristics to explain them.
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